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CHAPTER 1

PREPARATION OF THE p π+π− FINAL STATE

Data collection for the g8b experiment was carried out by the CLAS Collaboration between
July 20th and September 1st of 2005. The data set boasts 11,475 data files, is ≈ 30 TB
in size and contains 10.7 billion triggers. These data taken during the running of the g8b
is stored on large data tapes in a “silo” at Jefferson Lab. This data was initially in its
raw format, consisting of only detector signals and information about the various detector
elements. Therefore the data must undergo reconstruction, or be cooked (transforming the
data into information about scattered particle angles, masses, velocities, momenta, etc), in
order for it to be ready for a physics analysis. It is also during this cooking phase that the
calibration of the detectors is carried out with each detector being calibrated independently.

Quark model calculations suggest that the excited baryon resonances decay back to their
ground state through decays involving intermediate states (with the emission of a meson).
Some of these intermediate states, for example, are then expected to decay further into
∆π which then decays into a p π+π− final state. Therefore the primary final state/channel
investigated in this work is:

~γ p → p π+π−,

where all final state particles are detected. We call this final state Topology 4. Three
additional topologies are investigated as well:

Topology 1: ~γ p → p π+(π−) (π− not detected),

Topology 2: ~γ p → p π−(π+) (π+ not detected),

Topology 3: ~γ p → π+π−(p) (proton not detected).

The investigation of these three additional final state topologies serves to provide a way to
extract the polarization observables over topology-dependent acceptance holes resulting in
a continuous measurement and to study acceptance effects themselves. Several steps and
techniques were used to carry forth this analysis and are described in the following sections.

1.1 Pre-Event Selection

After the detectors have been calibrated and the particle tracks have been reconstructed,
the cooking of the data is complete and the data is made available for analysis. Each event
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in the data has its information organized into data banks. These data banks hold not only
the properties of the particles involved in the reaction but information about detector hits.
Specific data banks of interest in this analysis are the GPID, TAGR, TBID, TBER, and
MVRT banks. How and where these banks were used will be explained during the course
of this chapter.

We have used the following data runs in our analysis:

1. 1.3 GeV Setting (PARA): 48224, 48226, 48227, 48228, 48229, 48230, 48231, 48232, 48235,
48236, 48256, 48257, 48258, 48259, 48260, 48261, 48262, 48278, 48279, 48280, 48281, 48282,
48283, 48284, 48285, 48286, 48309, 48310, 48315, 48316, 48317, 48318, 48319, 48320

2. 1.3 GeV Setting (PERP): 48240, 48241, 48245, 48246, 48247, 48248, 48249, 48250, 48251,
48268, 48270, 48271, 48272, 48273, 48274, 48276, 48292, 48293, 48294, 48295, 48296, 48297,
48298, 48323, 48326, 48327, 48328, 48329, 48330

3. 1.5 GeV Setting (PARA): 48418, 48419, 48420, 48421, 48422, 48423, 48424, 48426, 48445,
48446, 48447, 48448, 48449, 48450, 48452, 48454, 48455, 48462, 48463, 48464, 48465, 48501,
48502, 48503, 48504, 48505, 48507, 48508, 48509

4. 1.5 GeV Setting (PERP): 48431, 48432, 48433, 48434, 48435, 48436, 48437, 48438, 48439,
48440, 48441, 48442, 48443, 48444, 48466, 48467, 48469, 48477, 48478, 48479, 48482, 48483,
48484, 48485, 48486, 48487, 48488

5. 1.7 GeV Setting (PARA): 48544, 48545, 48546, 48547, 48548, 48549, 48550, 48551, 48552,
48554, 48555, 48556, 48557, 48558, 48561, 48562, 48564, 48565, 48566, 48567, 48568, 48569,
48570, 48571

6. 1.7 GeV Setting (PERP): 48580, 48581, 48582, 48583, 48584, 48585, 48586, 48587, 48588,
48589, 48590, 48591, 48592, 48593, 48595, 48596, 48597, 48598, 48599, 48601, 48602, 48603,
48605, 48607, 48608, 48609, 48610, 48620, 48623, 48624, 48626, 48628, 48630

7. 1.9 GeV Setting (AUTO): 48091, 48093, 48095, 48096, 48098, 48099, 48103, 48104, 48105,
48107, 48108, 48110, 48115, 48117, 48120, 48131, 48132, 48134, 48135, 48137, 48146, 48148,
48149, 48150, 48152, 48153, 48154, 48157, 48158, 48159, 48163, 48165, 48171, 48172, 48176,
48178, 48181, 48182, 48185, 48186, 48187, 48189, 48190, 48192, 48195, 48196, 48199, 48200

8. 2.1 GeV Setting (PARA): 48357, 48358, 48359, 48360, 48361, 48362, 48363, 48364, 48365,
48387, 48388, 48392, 48393, 48394, 48395, 48396, 48397, 48399, 48400, 48405, 48406, 48407,
48408

9. 2.1 GeV Setting (PERP): 48335, 48337, 48338, 48339, 48340, 48341, 48342, 48343, 48344,
48348, 48349, 48351, 48366, 48367, 48368, 48370, 48371, 48372, 48373, 48374, 48377

10. Amorphous runs: 48211, 48215-48217, 48237-48239, 48252-48254, 48265-48267, 48287, 48290,
48291, 48299, 48305, 48307, 48308 // 47923, 47927, 47931, 47935, 47939, 47945, 47946, 48413,
48414-48417, 48427-48429, 48456, 48460, 48461, 48489, 48492 // 47951, 47955, 47994, 48023,
48028, 48032, 48037, 48041, 48045, 48073, 48077, 48083, 48528-48531, 48575, 48576, 48578,
48579, 48635, 48636, 48641-48643 // 48092, 48097, 48101, 48106, 48111, 48112, 48114, 48126,
48133, 48138, 48147, 48151, 48155, 48160, 48177, 48183, 48184, 48188, 48193, 48197 // 48352-
48355, 48381-48386
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Explanation of data banks:

• GPID: This data bank contains much of the information regarding the event. This
information includes the particle IDs, vertex positions (for each detected particle),
4-vectors, charge, beta (β = v

c ) of the particle, the vertex time of the particle’s track,
particle masses (calculated), the incident photon’s energy, photon time, and an index
to the TAGR bank for the incident photon. Information from several detectors are
used to fill this data bank. These detectors are: the Drift Chambers, Time of Flight
Scintillators, Tagger and Start Counter.

• TAGR: Information recorded by the Hall B tagging system (the Tagger) is stored here.
Information includes: energy of all recorded photons, reconstructed time of photon
as calculated by the Tagger, the corrected time of the photon using information from
other detectors as well, the status of the photon (whether or not it was properly
reconstructed), and the E- and T- counter the scattered electron hit.

• TBER: The tracking resolution errors associated with the tracking measurements of
the particles in the event are stored in this bank. Information comes mainly from the
Drift Chambers and the Time of Flight. This bank is used to build up the covariance
matrix used for kinematic fitting.

• MVRT: This bank uses information from the Drift Chambers and the Time of Flight
and contains the vertex information for the event as a whole using individual particle
tracks.

1.2 Event Selection

Since the g8b experiment was not designed for this analysis alone, the trigger file (for
this run period, a single charged, able-to-be-reconstructed track in a single sector of CLAS)
used during data-taking allowed for the recording of a large variety of hadronic events. In
order to analyze a specific channel, the first step of this analysis is therefore to find events
possessing the final states of interest. As stated before, there are 4 different topologies of
interest in this analysis. However since the data contains all events which passed the single-
sector requirement of the trigger, the data must be filtered, keeping only the final states of
interest.

This filtering occurs by placing requirements regarding what data to keep based on the
particle’s identification number, or PID, which is determined during the cooking process
and is based on the value of the particle’s calculated mass. Events that do not meet this
requirement are ignored and subsequently omitted from the analysis. The calculation of
the detected particle’s mass uses two independently measured quantities, its momentum
(p) and velocity as a fraction of the speed of light, β. The magnitude of the particle’s
momentum (p) is determined with an error of < 1% using the measurements made by the
Drift Chambers [43]. The β value of the detected final state particle is determined using a
combination of the Start Counter, the Time of Flight, and the particle’s detected trajectory
through CLAS (with an error of up to 5 %).
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A detected particle’s mass can then be calculated according to equation (1.1):

m2
particle X =

p2(1− β2)
β2

. (1.1)

After the particle’s mass has been calculated, it is compared to the masses of known particles
(hadrons and leptons). If this calculated mass matches that of a known particle (within
resolution errors), the PID associated with that mass is assigned to the final state particle.
This value can then be used to select certain final state particles for analysis.

Therefore to select events that match one of the four topologies, the first requirement
is based on this PID value (GPID[track number].pid = 8, 9, 14) and requires that the
necessary final state particles are detected, no more, no less. Information regarding the
properties of these final state particles (their 4-vectors, vertex information for individual
particles, etc.) was then extracted from the GPID data bank and used for kinematic fitting,
determination and application of cuts and systematic corrections, and the extraction of the
polarization observables.

1.3 Photon Selection

The g8b run period used photoproduction on the proton via a beam of tagged photons.
As the electrons used to produce this beam of polarized photons arrive in Hall B from
the accelerator in 2 ns bunches with each bunch containing many electrons, the photons
too arrive at the target in bunches with each bunch containing many photons. Therefore
an accurate determination of the correct photon is very important in order to have a full
understanding of the initial state of the event. This determination uses data collected by the
Drift Chambers (for tracking the particle’s path), Time of Flight (for velocity and timing
information), and the Tagger (for photon timing information). The timing information
collected by the Time of Flight and the Tagger (both independently calibrated) are used to
make a time-based determination of the correct photon.

Each event in the g8b data set has an average of 16 candidate photons associated with it
(Figure 1.1(a)). For a photon to be considered a candidate, it must occur within the timing
window set by the trigger and satisfy several consistency checks involving the Tagger. These
consistency checks involve the photon having a corresponding hit in the E- and T-counters,
depositing a certain amount of energy in the E-counter, and producing a PMT signal at
both ends of the scintillator bars that make up the E- and T-plane of the Tagger.

In spite of these requirements, many candidate photons are present in the data stream
for one physics event as a result of the 2 ns bunching of the electron beam. To determine the
exact photon corresponding to a physics event, vertex information of the physics event along
with the timing information regarding the photon(s) are used. The time of the event’s vertex
is determined by using information from the Time of Flight along with an extrapolation of
a particle’s track (a particle in the event) through CLAS. The process for determining the
correct photon uses the following steps.

First, the vertex time of the event (tv) is calculated:

tv = tTOF −
dTOF
cβc

, (1.2)
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(a) (b)

Figure 1.1: (a) Shows the number of candidate photons per event in the data. There is an average of
16 candidate photons associated with every physics event. (b) Shows a distribution of the time difference (∆t)
between the event vertex time (tv) and the vertex time of all candidate photons. The 2 ns-wide distributions
to the right and left of the central peak represent the 2 ns bucket structure in which the electrons (and
therefore photons) in the beam arrive. Both histograms were produced using run #048326.

where tTOF is the time at which the hadron was detected by the TOF, dTOF is the calculated
distance from the event vertex to the hit in the TOF scintillator paddle, c is the speed of
light, and βc is the hadron’s velocity as a fraction of c. Next, the time of each candidate
photon associated with the current event at the event vertex position (tγ) is calculated:

tγ = tcenter + (
z

c
), (1.3)

where tcenter is the time at which the photon arrives at the center of the target (calculated
by mathematically propagating the electron as it leaves the accelerator to the radiator and
then propagating the photon from the radiator to the center of the target cell), z is the
distance between the center of the target cell and the event vertex (with both positions
being measured along the beam axis), and c is again the speed of light. The small offsets
in the x- and y-positions of the event vertex do not appear in the calculations as they are
comparable to the resolution of vertex measurements.

The correct incident photon is then found by comparing these two times calculated in
equations (1.2) and (1.3) (tv and tγ) as in equation (1.4):

∆t = | tv − tγ |. (1.4)

A distribution of the time differences between the event vertex time and the times of
all candidate photons for the event can be seen in Figure 1.1(b). The 2 ns-wide structures
to the right and left of the central peak show the 2 ns beam buckets in which the beam is
delivered to the target.

The photon in the list of candidate photons with the smallest time difference between
the event vertex time and the time of the photon at the event vertex (smallest value of ∆t)
is then labeled as the correct incident photon. The distribution seen in Figure 1.2 shows
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Figure 1.2: The time difference between the event vertex time and the time of the correct photon after
photon determination. This distribution shows a large peak around zero, signifying the quality of photon
selection. Produced using run #048326.

the time difference (in ns) between the event vertex time and photon which was determined
to be the correct photon.

Using the above method results in the determination of a single photon in the beam
bucket which is responsible for the event. However, in the instance that more than one
photon is found with a time ∆t < 1 ns, the statement as to which photon was actually
responsible for the event cannot be made. In this case, the ambiguity of the photon de-
termination is reflected in the GPID bank and these events are subsequently not analyzed.
In this analysis, we required that GPID[ ].ngrf = 1 for all selected tracks and also that
GPID[ ].tagrid be the same for all tracks.

Once a single photon is found to be the incident photon, the information regarding
the incident photon is then stored in the GPID bank for each final state particle. The
fact that the incident photon is found per particle track means that a quick cross check
of the reconstruction code can be carried out by comparing the photon times for each
final state particle. When analyzing an event, the photon’s energy and time (as well as
other information regarding the photon) are obtained from the GPID and TAGR banks.
This information is then used in the reconstruction of the event, the binning of the data,
systematic corrections for the photon energy and to perform cuts.

1.4 ELoss

As a charged particle travels from the target cell to the Drift Chambers of CLAS, it
loses energy through atomic excitations and ionization when interacting with the target
material (liquid hydrogen), target walls, support structures, beam pipe, start counter, and
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the air gap between the start counter and the Region 1 drift chambers. Therefore the
reconstructed momentum seen in the Drift Chambers is actually less than the momentum
of the particle(s) at the production vertex. To account and correct for this, the 4-vectors of
the final state particles (as taken from the data) were corrected event-by-event according
to the ELoss package developed for charged particles moving through CLAS (using the
g8b parameters such as target geometry and target material) [53]. This ELoss package
calculates the momentum of the particle in the target cell. To perform this calculation, the
particle’s 4-momentum as measured by the Region 1 Drift Chambers is used to track the
particle back to the reaction vertex in the target cell. As the particle is tracked back to the
reaction vertex, the materials and distances it traverses are considered and the energy loss
of the detected particle calculated and the 4-vector of the particle appropriately corrected.
The energy-loss-corrected 4-vectors are then used in the analysis with the corrections being
on the order of a few MeV.

1.5 KinFit

Unique to this g8b analysis is the implementation of the COBRA kinematic fitter devel-
oped at Carnegie Melon University for CLAS experiments [54]. The use of this kinematic
fitter further refines the data through the enforcement of energy-momentum conservation
and missing mass cuts (should the fit hypothesis contain a missing particle). The kine-
matic fitter is also very useful for the precise determination of systematic errors such as
momentum corrections (needed to account for variations of the magnetic field of CLAS as
well as any inconsistencies in the Drift Chambers) and photon energy corrections (needed
to account for mismeasurements of the photon’s energy) to be applied to the data. The
following briefly describes the fitter and its implementation.

When an event is kinematically fitted, it is forced to obey energy-momentum conserva-
tion. The 4-vectors of the final state particles as determined by the reconstruction code are
fed to the fitter as well as the incident photon energy. The components of these 4-vectors
and the photon energy are then altered until the event satisfies energy-momentum conser-
vation. These alterations occur within the limits (measurement errors) contained in the full
covariance matrix which uses the tracking covariance matrix, built event-by-event from the
data, and the scaling parameters associated with the tracking covariance matrix. After the
tracking covariance matrix has been constructed for an event, the scaling parameters are
then applied to it to form the full covariance matrix. These scaling parameters are unique
to and must be determined for every run period and run condition. The resolution errors
contained in the full covariance matrix represent the actual resolution of the detectors while
the tracking covariance matrix is the resolution reported (calculated) by the reconstruction
code. Once an event has been kinematically fitted, the quality of that fit can be quanti-
fied via a confidence level value of the fit as well as a pull value for every measurement
parameter.

1.5.1 Confidence Level and Pulls

When using a kinematic fitter, the goodness of fit (the agreement between the data and
the fit hypothesis) can be determined by examining the confidence level and pull distribu-
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tions (Fig. 1.3). The confidence level is defined as:

CL =

∫ ∞
χ2

f(z;n)dz, (1.5)

where f(z;n) is the χ2 probability density function possessing n degrees of freedom. It is a
determination of the probability that a χ2 from the theoretical distribution is greater than
the χ2 obtained from the fit.

An ideal data set containing only events which satisfy the fit hypothesis and with nor-
mally distributed errors would result in a confidence level distribution that is flat from (0,1].
However, a real-life data set run through the fitter (assuming the resolution errors have been
properly determined) would produce a confidence level distribution that has a peak at zero.
This distribution should then possess a negative slope as you move to higher confidence
level values with this slope becoming level (flat) from [0.5,1] (representing confidence levels
of 50 % - 100 %). The large number of events with a low confidence level represent the
events which did not match the particular fit hypothesis used. These events include, but
are not relegated to only being from: background events, poorly reconstructed events, or
events with misidentified particles. This makes the confidence level a good parameter to cut
on as doing so will remove a large number background and “bad” events while only losing
a small portion good events.

Pull distributions are generated for every fit parameter for every (detected) final state
particle involved in the fit. A pull is a measure of how much (and in what direction) the
kinematic fitter had to alter, or pull, the value of that parameter in order to enforce energy-
momentum conservation normalized to the error of that measurement. A pull value for the
ith fit parameter (zi) is given by:

zi = − εi
σ(εi)

, (1.6)

where εi = ηi − yi is the difference between the value of the ith parameter from the final
iteration of the fitting routine, yi and the measured value of the ith parameter, ηi. The
quantity σ represents the standard deviation, or error, of the parameter. Therefore, the ith

pull can be written as:

zi = − ηi − yi√
σ2(ηi)− σ2(yi)

. (1.7)

Assuming that the errors of the parameters used for kinematic fitting are properly
determined and all systematic errors have been corrected, the distribution of pull values
(zi values) will be Gaussian in shape with a width of one (σ = 1) and a mean value of zero
(µ = 0). Any systematic error in the quantity ηi will be seen as an overall shift away from
zero. An overestimation or underestimation of the error of the quantity ηi will cause the
pull distribution to be too narrow or broad, respectively [54].

The above describes ideal confidence level and pull distributions. When one begins using
the kinematic fitter with their data, this is not the case. The scaling parameters applied to
the covariance matrix (the covariance matrix will be discussed in the following subsection)
are related to the tracking measurements made for each track, target and magnetic field
and are therefore unique to every run period and must be determined as such.
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(a) Confidence Level Distribution (b) Pull Distribution

Figure 1.3: Example of fit results coming from a fit to a fully reconstructed p π+π− final state. (a) Shows
an example of a confidence level distribution. A confidence level distribution (working with real data) peaks
toward zero but flattens out toward one. (b) Shows an example of a pull distribution (the photon energy
pull). Ideally, a pull distribution is Gaussian in shape around the origin with a mean (µ) of zero and a sigma
(σ) of one.

This determination of the proper covariance matrix errors is an iterative process. As a
starting point, one may use the scaling parameters from another run period (this analysis
started with the g11a scaling parameters). These parameters can then be adjusted/modified,
keeping track of all changes to the confidence levels and the pull widths. As these scaling
parameters exist as arrays read in by the kinematic fitter, a simple script may be used in
order to alter these parameters to be specific to one’s data set.

When iterating through this process, one needs to keep track of the pull sigmas and the
slope of the confidence level plots, specifically the normalized slope. This normalized slope
is the slope of a linear fit to the confidence level distribution from [0.5,1] (50 % - 100 %)
which has been normalized to the number of entries at the point 0.5 (the number of events
possessing a confidence level of 50 %). The choice of the fit range used to calculate the
normalized slope was determined with the expectation that the negative slope arising from
the large number of events which resulted in poor fits flattens out at 50 %. This normalized
slope is then defined as seen in Eq. (1.8) where a is the slope of a linear fit from [0.5,1] and
b is the y-intercept.

ā =
a

(a/2) + b
(1.8)

Checking the widths (σ’s) of the pull distributions is as simple as fitting them to a
Gaussian with a 2σ ([−2, 2]) fit range.

The quality of the covariance matrix errors for a particular data set can be determined
thusly: Errors which are too large will result in a confidence level distribution having a
positive slope between 0.5 and 1 and pull distributions with widths less than 1 (σ < 1). The
positive slope of the confidence level distribution signifies that one is artificially increasing
the number of events that fit, or pass, the fit hypothesis. In other words, the fitter is being
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Figure 1.4: Pull distributions for the proton momentum for a γ p → p π+π− final state showing the
sensitivity of the kinematic fitter to systematic effects. The distribution on the left, (a), was generated
using one run (#048326) without alterations of the proton momentum. The distribution to the right was
generated using the same run but after an alteration to the proton’s 3-vector. This alteration was small
(a 0.4 % increase) and is equivalent to a 2 MeV increase in the proton’s momentum. The high degree of
sensitivity of the kinematic fitter to systematic effects is clearly seen as this very small correction shifted the
mean (µ) value from 0.1977 to −0.01559.

given too much freedom to alter the measured values of the particle’s 4-vectors. If the
determined and applied errors are too small, the confidence level plot will have a negative
slope between 0.5 and 1 signifying that one is excluding possible good events (by not allowing
the fitter enough “wiggle room”). The resulting pull distributions will then possess widths
greater than 1 (σ < 1). If the determined and applied errors are appropriate (not too
small, not too large), then the confidence level plot will be flat from 0.5 to 1 (resulting in
a normalized slope of zero) and the pull distributions will have a sigma of 1 (σ = 1).

Systematic errors in the data can be seen and corrected by examining the mean values of
the pull distributions. For example, the effects of the ELoss package as well as momentum
corrections (described in Section 3.6) can be easily seen by monitoring the momentum pull
distributions. An examination of the momentum pulls generated by the kinematic fitter
shows off the fitter’s sensitivity to small changes in the fit parameters. Pull distributions
showing this sensitivity can be seen in Figure 1.4. These proton momentum pulls were
generated using no momentum alterations for the proton (Fig. 1.4(a)) and a small alteration
in momentum equivalent to a 2 MeV shift (Fig. 1.4(b)). This correction corresponds to a
change that is smaller than the resolution of CLAS yet still results in a noticeable shift in the
pull distribution. Therefore the sensitivity of the kinematic fitter surpasses the resolution of
the detector systems. This was one of the reasons the kinematic fitter was used to generate
momentum corrections. This process was also an iterative one involving a binning of the
pull distributions (in p p, θ lab, and φ lab) that matched the binning of the corrections and
a script to alter the momentum correction factors. Corrections were refined by generating
correction factors, running over the data using these factors, fitting all of the binned pulls,
extracting the mean values, generating new corrections based on the results of the previous
iteration and repeating.
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1.5.2 Use

Kinematically fitting an event requires a process involving several steps. The 4-vectors
of the final state particles as well as the incident photon energy must first be extracted
from the data. The resolution errors of the tracking measurements used for determining
these 4-vectors are then used to build the tracking covariance matrix. Scaling parameters
which serve to refine these resolution errors are then applied to the tracking covariance
matrix to create a second matrix, the full covariance matrix. The event is then ready to be
kinematically fitted.

Covariance Matrix. The covariance matrix used for kinematic fitting is built for
every event using information from the TBER and GPID data banks and has the form seen
below [54]. The TBER bank is used as it contains the errors pertaining to the measured
values of the detected particle’s momentum and the drift-chamber-specific angles lambda
(λ) and phi (φ) which are sector dependent and describe the particle’s track as it moves
through the Drift Chambers. To obtain the magnitude of the 3-momentum of the final
state particle, the GPID bank is used. The dimensions of the covariance matrix depend
on the number of detected final state particles being used for the fit hypothesis. It is a
square matrix of dimensions (3n + 1) × (3n + 1) where n is the number of detected final
state particles. The extra row and column (the ‘+1’) is reserved for containing the error
in the measurement of the photon energy. The tracking resolutions regarding the detected
final state particles are used to build 3 × 3 matrices along the diagonal of the covariance
matrix, one for each detected final state particle. In these mini-matrices, the diagonal
terms hold the “pure” (non correlated terms) measurements of momentum, lambda, or phi
while the off-diagonal terms represent the correlation (mixing) of these measurements. The
C’s present in the generalized covariance matrix seen below represent the elements of the
covariance matrix and are polynomials with values extracted or calculated from the data.

C =



σ2Eγ 0 0 0 · · · 0 0 0

0 Cpp1 Cpλ1 Cpφ1 · · · 0 0 0

0 Cpλ1 Cλλ1 Cλφ1 · · · 0 0 0

0 Cpφ1 Cλφ1 Cφφ1 · · · 0 0 0
...

...
...

...
. . .

...
...

...

0 0 0 0 · · · Cppk Cpλk Cpφk
0 0 0 0 · · · Cpλk Cλλk Cλφk
0 0 0 0 · · · Cpφk Cλφk Cφφk



Photon Error. The energy of the photons are determined by using the 384 E-counter
scintillator paddles contained in the E-plane of the Tagger. These scintillator paddles are
arranged in an overlapping fashion such that each counter optically overlaps its adjacent
neighbors by one-third of their respective widths, leading to a total of 767 bins in photon
energy (767 E-bins). This configuration leads to an energy resolution of r = 0.001E beam [46].
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Due to the fact that the information regarding the incident photon’s energy comes from a
measurement made by a detector, there is an error that must be associated with the photon
energy. If one assumes that this error is the same for all paddles then the error can be given
by equation (1.9):

σ2Eγ =
1

2r

∫ r

−r
E2dE =

r2

3
, (1.9)

where again, r = 0.001E beam. Therefore for the g8b run period, which used an electron beam
with energy E beam = 4.559 GeV, the associated error in photon energy is σ2Eγ = 6.928 MeV.

Momentum and Tracking Angle Error. The measurements made regarding the
momentum and tracking angles (λ and φ) describe the path of the detected final state
particles as they moved through the Drift Chambers of CLAS. These measurements, like
all other measurements, carry with them an error. This error comes from several sources.
Tracking errors which lead to inaccurate momentum (and angle) measurements, multiple
scattering leading to differences between the measured angles and the angles at the inter-
action vertex, and the performance of the reconstruction code (the fitting of the tracks)
being the main culprits. When an event is reconstructed, the reconstruction code includes
the calculated errors but this calculation assumes a complete knowledge of the resolution
of detector components which vary in a small amount from one run period to the other.
Therefore it is necessary that the resolution of the detector components for the run period
under analysis be completely determined. This true resolution comes in the form of scaling
parameters. These scaling parameters are binned in sector number and θ lab and are applied
to the momentum, and tracking angle components of the tracking covariance matrix.

Once a fit is performed, the user has access to several fit results. These are: the fitted
4-vectors of the final state particles (except the missing particle if the fit hypothesis involved
a missing particle), the fitted photon energy, the confidence level of the fit, and the pull
value for each pure element of the covariance matrix (elements along the diagonal of the
covariance matrix). The information returned by the fitter can then be used to check the
quality of the performed fit as well as provide quantities on which cuts may be imposed
during the course of the analysis.

1.6 Momentum Corrections

Since the CLAS detector is not a perfect detector, corrections for momentum must be
determined for every run period. This mainly is a result of unknown variations in the
magnetic field provided by the Torus Magnet as well as inefficiencies and misalignments
of the Drift Chambers. As mentioned before, the momentum corrections were determined
using the kinematic fitter, specifically looking at the momentum pull distributions for the
topology ~γ p→ p π+π− and have been incorporated into the various analyses which use the
g8b data set.

To properly determine the momentum corrections for the g8b data set, these pulls (and
corresponding correction factors) must be binned in momentum (p) and the lab angles
θ and φ of the particle to be corrected (in this case, the proton). The binning used to
determine these correction factors was determined based upon the observed distribution
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(a) (b)

Figure 1.5: The observed distributions of momentum (a), θ lab and φ lab (b) for the proton used to determine
the binning for momentum corrections. Distributions were produced for p π+π− events contained in run
#048326 (a) and #048229 (b) which pass a confidence level cut of 1 %. The region seen in (b) showing low
statistics for −150◦ < φ proton < −110◦ is seen in several runs and can be attributed to dead wires in the
Drift Chambers.

of momentum, θ lab and φ lab for the proton seen in Figure 1.5. The momentum binning
utilized 6 momentum bins covering a range of 0.2 GeV to 1.7 GeV:

• 0.00 GeV/c < pproton ≤ 0.45 GeV/c

• 0.45 GeV/c < pproton ≤ 0.70 GeV/c

• 0.70 GeV/c < pproton ≤ 0.95 GeV/c

• 0.95 GeV/c < pproton ≤ 1.20 GeV/c

• 1.20 GeV/c < pproton ≤ 1.45 GeV/c

• 1.45 GeV/c < pproton ,

with the angle binning utilizing 7 bins in θlab (10◦ - 70◦) and 18 bins in φlab (covering the full
range of φlab). First, the proton momentum pulls and correction factors were binned in the
above manner with the correction factors existing in an array (each possessing a default value
of 1). The pull distributions were then individually fitted to a Gaussian and the resulting
mean value (µ) and width (σ) recorded into another array. Then through the examination of
the mean values resulting from the (Gaussian) fits of the pulls and determining the direction
and magnitude in which these mean values should be moved, the correction factors were
altered to either a value above or below 1 with these new correction factors being read into a
new array. These new correction factors were then applied to the data, the pulls regenerated
and then fit again to determine whether further corrections were needed. For example: if
the proton momentum pull has a mean value that is above zero, then for the majority
of the fits, the kinematic fitter is increasing the proton’s momentum in order to satisfy
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(a) Without momentum corrections (b) With momentum corrections

Figure 1.6: Proton momentum pulls without momentum corrections (a) and with momentum corrections
(b) as extracted from the fitter for a fit to a ~γ p → p π+π− final state. After application of the final
momentum corrections, the pull becomes symmetric and has a mean value close to zero. Produced using a
full run (#048326).

energy-momentum conservation. In this case, the correction factor should be greater than
one such that the fitter pulls the momentum of the proton equally in both directions. The
same course of logic may be applied to a pull distribution with a (fitted) mean value that
is negative. This mean value indicates that the fitter is decreasing the proton momentum
the majority of the time. Therefore the appropriate correction factor would decrease the
proton’s momentum before it is kinematically fitted. Once these correction factors have
been determined, they are applied to the 3-momentum of the final state particles thereby
correcting its momentum. The effect of the momentum corrections on the momentum pull
of the proton can be seen in Figure 1.6.

1.7 Tagger Sag

The Hall B tagging system is an invaluable tool for determining the energy of the photons
that are incident on the target. This detection system, however, is not beyond the need for
corrections. It has been seen in the g8b data set (as well as in past experiments) that there
is a physical sagging of the support structures used to support the E-counter scintillator
bars in the Tagger hodoscope which has been attributed to gravitational forces [55]. The
consequence of this sagging is a misalignment of the scintillator bars which leads to a
mis-measurement of the scattered electron’s energy. This mis-measurement must then be
compensated for via an energy-dependent photon energy correction.

The energy correction used in this analysis assumes that the angles measured by the
CLAS detector are correct. This assumption of correctness in angle measurement allows
the determination of momentum and energy correction factors from a set of four equations
with four unknowns within the constraints of momentum and energy conservation using the
reaction γp→ pπ+π−.
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(a) g1c (b) g8b

Figure 1.7: A plot of the difference between the calculated photon energy and the measured photon energy
as a function of incident photon energy using the g1c data set (a) and the g8b data set (b). The effects of
the sagging of the E-counter scintillator support structures can be seen in the “humps”.

Figure 1.8: Superimposed on one another are the mean values of the photon energy pulls as extracted
from the kinematic fitter versus the measured photon energy. The red points represent the mean values
of the photon energy pulls before the correction and the blue points represent the mean values after the
application of the photon energy corrections. These pull distributions were generated using one run for each
coherent edge energy for a p π+π− final state. The “humps” after this correction is applied are suppressed
and the mean values shift toward zero. The sharp dip seen near Eγ = 1.8 GeV represents an effect which
could not be overcome using these corrections.
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Figure 1.9: Superimposed on one another are the y-axis projections of the photon energy pulls used make
Figure 1.8. These photon energy pulls were extracted from the kinematic fitter with (blue) and without (red)
the energy-dependent photon corrections for p π+π− final states. After the application of the photon energy
corrections, the σ of the Gaussian fit changed from 1.087 to 1.069 and the µ improved from 0.374 to 0.042.

The sagging of the hodoscope’s support structures can be seen by comparing the cal-
culated photon energy, E true (which for this study was the photon energy returned by the
kinematic fitter) and the measured photon energy, Emeasured, as a function of photon en-
ergy (Emeasured) as seen in Figure 1.7. This sagging is demonstrated by the “humps” of the
(E true − Emeasured) values with the vertical support structures (which support the sagging
beams on which the E-counter scintillators rest) of the detector plane evidenced by the
sharp dips.

The algorithm for a simple iterative routine to determine the corrections to the incident
photon energies using g1c and g8b data is described in full details in the CLAS analysis note
“Correction to the incident photon energy for g8b data”, CLAS-Note 2009-030 [56]. Some
details on the procedure are also discussed in the analysis note “Data analysis technique
for obtaining γp → nπ+ and γp → pπ0 beam asymmetries from the g8b running period.”
Corrections applied to the photon energies typically are on the order of a few MeV and
greatly improve the quality of the data. The before and after effects of these corrections
can be seen in Figure 1.8 with the effects on the photon energy pull distributions being
shown in Figure 1.9. These two histograms were generated using the kinematic fitter and
therefore are very sensitive to systematics. The plot seen in Figure 1.8 is a distribution of
the mean values of the photon energy pulls generated from fitting to a p π+π− final state
versus the measured photon energy. The effects of the sagging can be seen in this plot as
deviations from zero. Seen in Figure 1.9 is the y-projection of the photon pull distributions
used in Figure 1.8.
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Figure 1.10: Photon energies taken from data (run #048544) produced with a coherent edge energy of
1.7 GeV using events passing a 5 % confidence level cut for all final state topologies. The highly polarized
photons in this coherent edge energy reside in the region between 1.5 and 1.7 GeV and therefore cuts are
applied to use only these photons.

1.8 Cuts

Once the events that match one of the four topologies have been obtained and kine-
matically fitted, it is necessary to impose a series of cuts before extracting polarization
observables. These cuts will serve to further refine the data sample and help remove acci-
dental events and other things that corrupt the data set. In the histograms contained in
this section, the blue region represents the data which passes the imposed cuts.

1.8.1 Photon Energy Cut

The first cut that is applied is a cut on the photon energy. While photons are produced
with a wide range of energies, the highly polarized photons occur in a 200 MeV wide
window (the upper limit of which is the coherent edge energy) with this window occupying
five different positions (the five different coherent edge energies). A cut on the upper and
lower limits of this window ensures that the events passing this cut came from a highly
polarized photon in the coherent peak (Fig. 1.10 shows an example of such a cut). This
leads to a total of 5 photon energy cuts (one for each dataset with a fixed value of the
(nominal) coherent edge energy):

• 1.1 GeV < Eγ < 1.3 GeV

• 1.3 GeV < Eγ < 1.5 GeV

• 1.5 GeV < Eγ < 1.7 GeV

• 1.7 GeV < Eγ < 1.9 GeV

• 1.9 GeV < Eγ < 2.1 GeV
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(a) All protons (b) All pions

Figure 1.11: Momentum distributions showing the range of momentums for all (a) protons and (b) pions.
Generated for p π+π− events passing a confidence level cut of 1 % using one full run: #048326.

Since the coherent edge varies with time, an additional event-based cut was applied:

event edge− 200 MeV < Eγ < event edge . (1.10)

This cut is derived from overlap studies between datasets with different nominal coherent
edges and discussed in more details in the analysis note “Consistency corrections to the
linear photon polarization for g8b data” [62]. It has been verified using the reaction γp →
pπ+π− from this analysis.

1.8.2 Final State Momentum Cut

A low momentum particle moving through CLAS presents a problem to the recon-
struction of the event. These particles’ possession of low momentum can affect the ac-
curacy of the ELoss corrections applied to them. More importantly however is the fact
that particles with this characteristic have a low-acceptance for detection. Using these
acceptance limitations, cuts in the proton momentum and the momentum of the pions
were determined and applied. This cut requires all protons have a minimum momentum of
320 MeV/c (pproton > 320 MeV/c) and all pions have a momentum of at least 125 MeV/c
(pπ± > 125 MeV/c). These cuts may be seen in Figure 1.11.

1.8.3 Vertex Cut

The next set of cuts imposed in this analysis involves the vertex information for each
final state particle and event. This set of cuts then ensures that the physics event originated
in the target cell and all particles are from the same event.

Position. The dimensions of the target cell are well defined quantities. Therefore
cuts on the vertex positions of all the final state particles which mimic these dimen-
sions ensure that the event originated in the target cell. The first of these cuts is on
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(a) (b)

Figure 1.12: (a) The vertex z-position (axis along the beam line) of all reconstructed particles showing the
length and position of the target cell. The peak at ≈ 7 cm shows the exit window of the scattering chamber
(the vacuum tight chamber in which the target cell resides). Events must have a z-vertex occurring between
0 and −40 cm. (b) A distribution showing the differences between the vertex z-position of the π+ and π−

for a π+π−(p) final state. The cut applied to this difference requires that it be no more than 4 cm.

the z-component of the vertex position for all final state particles. The g8b target was a
40 cm long target with its center located at z = −20 cm (Figure 1.12(a)). This vertex
cut therefore requires that −40 < z all particles < 0. The next cut that is applied involves
comparing the vertex z-positions of all final state particles. This cut requires that the z-
component of the vertex positions of all final state particles be within 4 cm of each other
(| z particle X − z particle Y | < 4 cm) (Figure 1.12(b)). The third cut on the vertex position(s)
involves the x- and y-components of the event itself. This cut makes sure that the event
originated no more than 2 cm from the axis of the beamline (the z-axis) (x2 + y2 < 4 cm).
A distribution of event vertices in x, y, and x-y can be seen in Figure 1.13.

Timing. Timing information regarding the vertex time for all final state particles is
used by making a cut on the time stamp of the particles’ vertex. This cut is the same for all
final state particles and further aids in removal of accidentals by requiring that the vertex
time (for all final state particles) be between −10 ns and 20 ns (Figure 1.14).

1.8.4 Angular Cuts

The CLAS detector, while having a large acceptance, does not possess a completely 4π
solid angle coverage. The existence of the forward-angle hole in CLAS means that it lacks
acceptance from 0◦ < θ < 8◦ and in the backward region lacks acceptance at angles greater
than θ = 142◦. These limitations combined with the observed distributions of the θ values
for all final state particles (Figures 1.15 and 1.16) determine the angular cuts used. The
applied cut requires that the lower limit (in θ) for all final state particles be θ > 10◦ and
the upper limit for pions be θ < 120◦.
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(a) x-Vertex (b) y-Vertex

(c) x versus y Vertex

Figure 1.13: Plots showing the x- and y- vertices of all final state particles. (a) Shows the x-vertices,
(b) shows the y-vertices. Histogram (c) is a plot of the x versus y vertices of the reconstructed final state
particles. The vertex cut applied requires that the x- and y-components of the event are within a circle of
radius 2 cm around (0,0).
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(a) Proton Vertex Time

(b) π+ Vertex Time (c) π− Vertex Time

Figure 1.14: Vertex times of final state particles. A loose cut of (−10,20) ns is enforced to help remove
accidentals from the data set.

(a) Proton θ range. (b) Pion θ range.

Figure 1.15: Distributions showing the values of θ for all (a) protons and (b) pions. Generated for p π+π−

events passing a confidence level cut of 1 % using one full run #048326.
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(a) θ v φ for Protons (b) θ v φ for Pions

Figure 1.16: Distributions showing θ v φ for protons ((a)) and pions ((b)). The six structures apparent in
the histograms represent the six sectors of CLAS. Generated for p π+π− events passing a confidence level cut
of 5 % using one full run: #048326. The region seen in (b) showing low statistics for−150◦ < φ proton <−110◦

is seen in several runs and can be attributed to dead wires in the Drift Chambers.

1.8.5 Other Cuts

‘ngrf’ and ‘tagrid’ Cuts. Another cut imposed on the g8b data set during this
analysis is one that uses specific bank variables. These variables can be found in the GPID
bank with the names ‘ngrf’ and ‘tagrid’ with both being in reference to the incident photon.
The ‘ngrf’ variable indicates how many of the candidate photons the reconstruction code
found which passed the reconstruction timing cut for finding the incident photon (using
the process outlined in Section 3.3). The ‘tagrid’ provides an index to the location of that
photon in the TAGR bank (therefore pointing to the correct photon). The cut on the
‘ngrf’ value imposed on all final state particles requires that they all have a value of one
(ngrf=1). This means that for every final state particle, there was only one photon that was
found to pass the timing requirements (occasionally the reconstruction code will find two
photons that are close enough in time for a time-based selection to be inconclusive). For
the ‘tagrid’ variable, the requirement that the value of this variable be the same for all final
state particles guarantees that the reconstruction code found the same photon for all final
state particles (as the photon determination occurs for every detected final state particle).
These cuts ensure that the events being analyzed include a successful determination of the
incident photon and that this photon is the same for all final state particles thus leading to
a well-defined initial state.

Confidence Level Cut. By performing a cut on the confidence level, one can easily
remove many of the background events, poorly reconstructed events as well as events with
misidentified particles. A confidence level cut of 5 % was imposed in this analysis (shown in
Fig 1.17). This cut removes much of the background events while ideally only cutting out
5 % of the good events.
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Figure 1.17: A confidence level distribution generated from run #048326 for a p π+(π−) final state showing
the imposed confidence level cut of 5 %.

1.9 Results of Corrections and Cuts

The process of developing and applying energy and momentum corrections during the
course of an analysis serves the purpose of correcting for the effects of the experimental
setup, therefore resulting in a data set that is as nature intended it. Additionally, deter-
mining and enforcing cuts in an analysis serves not only to remove the remaining effects
of the experimental setup but also to remove the contribution to the data set from physics
events not of interest to the analysis (the background).

This background may be comprised for example of accidental events (where a detected
final-state particle was attributed to an event to which it does not belong), events with
an incorrect initial state (misidentification of a photon) and/or events originating from
interactions with matter other than the target material. A typical method of observing
the background is to choose a final state topology and construct the missing mass of that
topology. A single cut on the confidence level greatly reduces this background but does not
entirely remove it. In particular, a CL cut does not remove much background under the
missing-mass peak since these background events behave kinematiclly very similarly to the
“good” events. In general, through the application of vertex position, vertex timing, photon
identification variables, angular and momentum cuts as well as a CL cut, the background
can be greatly reduced or, as in the case of this analysis, almost entirely removed (the
background is negligible after all cuts are imposed). Previous CLAS-two-pion analyses also
considered their missing-mass spectra background-free [57].
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(a) Before Cuts (b) After Cuts

Figure 1.18: A missing mass plot for the final state topology p π+(π−) generated from run #048326. Left
side: (blue) no cuts; (greenish-blue) cuts on the initial state (ngrf and tagrid); (tan) additional cuts on angle,
momentum, and vertex of the final-state particles; (green) all previous cuts and a CL cut of 5 %. Right
side: (blue) all cuts without a CL cut of 5 %, corresponding to the tan distribution on the left; (greenish-
blue) all cuts including the CL cut. The background events are reduced to a negligible contribution via the
application of these cuts imposed on the final state measurements.

The missing mass distribution seen in Figure 1.18 was generated for all p π+(π−) events
in run #048326 with a π− escaping undetected (Topology 1). The left side illustrates the
effect of all the cuts. The blue distribution is the “raw” distribution without any cuts
imposed. The greenish-blue distribution shows the effect of the cuts imposed on the initial
state, i.e. cuts on the variables ngrf and tagrid. The signal height is reduced by only about
15 %, whereas the background is reduced by about 40-50 %. This indicates that most of
the background consists of so-called accidentals. In the next step, angle, momentum, and
vertex were imposed in addition to the previous cuts; the distribution in tan shows the
corresponding effect. Although these additional cuts reduce the signal substantially, they
reduce the background even more. It hardly extends to the actual signal peak anymore.
Finally, the fourth distribution (plotted in green) includes all cuts imposed on the events,
in particular the CL cut of 5 %. The latter cut somewhat improves the resolution of the
peak and, more importantly, renders the background underneath the signal negligible.

The right side of Figure 1.18 zooms in. The blue distribution corresponds to the tan
distribution in the left plot and the greenish-blue distribution corresponds to the green
distribution of Figure 1.18 (left). It can be seen that the final CL cut slightly improves the
resolution and that the signal region can be considered background-free.

The confidence level and pull distributions reveal the quality of systematic corrections
as well as how well the covariance matrix errors were determined. Therefore to determine
the quality of the fits, these two quantities are examined. The confidence level distributions
produced in this analysis can be found in Figure 1.19. These confidence level distributions
show the typical peak at zero (corresponding to poor fits, these are cut from the analysis via
the confidence level cut) and a flat behavior from [0.5, 1.0]. Distributions seen in Fig. 1.20
show the normalized slopes (given by Eq. (1.8)) of the confidence level distributions for each
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(a) p π+(π−) (b) p π−(π+)

(c) π+π−(p) (d) p π+π−

Figure 1.19: A set of confidence level distributions for all final state topologies after the application of all
corrections and cuts. Only Topology 4 shows a small increase toward large CL values. Generated using one
run (#048326).

final state topology. Each plot shows a distribution centered around zero. This is a strong
indication that the covariance matrix errors are correct.

To provide a second check to verify if the covariance matrix errors have been properly
determined, the pull distributions are examined. The following figure (Figure 1.21) shows
all pull distributions resulting from a fit to a p π+π− final state for events in run #048326.
These pulls have been fitted with a Gaussian distribution from [−2, 2]. The resulting fits
show a σ close to one, indicative of the covariance matrix errors being properly determined.
Also seen in Figure 1.21 are the mean values of the Gaussian fits of the pull distributions.
The proximity of these mean values to zero affirms that the systematic corrections (energy
loss corrections, momentum corrections and photon energy corrections) were properly de-
termined and applied. A table containing the mean and sigma values of all of the fits seen
in Figure 1.21 can be found in Table 1.1.
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(a) all topologies (b) p π+(π−)

(c) π+π−(p) (d) p π+π−

Figure 1.20: The normalized slope distributions for individual final state topologies. Each confidence
level distribution was fitted to a linear equation from [0.55, 1.00] and the normalized slope determined
using Equation (1.8). The behavior of the distributions (centered around zero) indicated the flatness of the
confidence level histograms. Entries that stray away from zero can be attributed to kinematical regions
containing low statistics.

Table 1.1: The Gaussian mean (µ) and sigma (σ) values (left) for all fits to the pull distributions seen in
Figure 1.21 for run #048326. The right columns give the same values for the full statistics.

Parameter Mean (µ) Sigma (σ) Mean (µ) Sigma (σ)

pp 0.035 1.008 0.009 0.997

λp −0.041 1.022 −0.041 0.974

φp 0.015 0.997 0.012 1.031

pπ+ −0.045 0.982 −0.101 1.019

λπ+ −0.049 1.021 −0.054 0.995

φπ+ −0.080 0.994 −0.110 1.019

pπ− −0.033 0.988 0.076 1.019

λπ− −0.019 1.024 −0.024 0.988

φπ− −0.058 0.996 −0.070 1.037

Eγ −0.003 1.017 0.023 1.062

26



Figure 1.21: Pull distributions generated from a kinematic fit to a p π+π− final state for events in run
#048326. Distributions are fitted with a Gaussian from [−2, 2].

Finally, Table 1.2 shows the number of events for each polarization setting and for
each topology surviving our analysis cuts. For each energy setting, Topology 1 (with a
missing π−) provides the largest statistics.

Table 1.2: The total number of events for each polarization setting and for each reconstructed topology
surviving all cuts. The initial total number of events for each polarization setting is also given. A particle
in parenthesis indicates a missing particle.

Setting Total #Events pπ+(π−) p(π+)π− (p)π+π− pπ+π−

1.3 GeV, PARA 153,957,674 1,714,914 1,299,563 1,255,387 1,084,469
1.3 GeV, PERP 125,592,563 1,685,168 1,220,384 1,117,943 1,020,754

1.5 GeV, PARA 136,715,419 1,601,785 1,103,198 860,476 939,695
1.5 GeV, PERP 113,987,764 1,272,650 844,791 628,846 724,132

1.7 GeV, PARA 96,448,403 848,857 519,309 352,144 434,214
1.7 GeV, PERP 145,330,810 1,195,841 705,107 458,224 594,687

1.9 GeV, PARA 38,902,106 447,928 237,636 138,244 186,113
1.9 GeV, PERP 50,730,044 674,156 348,865 199,226 284,220

2.1 GeV, PARA 83,546,322 575,615 283,030 143,550 200,952
2.1 GeV, PERP 85,409,333 617,480 296,336 147,616 221,544

AMORPHOUS 248,573,710 2,912,591 1,850,473 1,386,307 1,507,422
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CHAPTER 2

DATA ANALYSIS

Once the final state topologies of interest have been selected from the data, the corrections
and cuts applied and kinematic fitting performed, the process of extracting the polarization
observables Is and Ic can begin. This chapter will focus on the methods used to extract
these two polarization observables.

2.1 Binning and Angles

In order for any analysis to be carried out, the kinematics involved in the reaction of
interest must be understood. The description of the kinematics involved in the reaction
~γp → p π+π− requires a choice of five independent kinematic variables. The kinematic
variables chosen for this analysis are cos θpc.m., a mass (m pπ+ , m pπ− , or mπ+π−), the incident
photon energy, k, θ∗π+ , and φ∗π+ . A diagram showing the kinematics involved in the analysis
of this p π+π− final state can be seen in Figure 2.1. This diagram illustrates the kinematics
in not only the center-of-mass frame (the blue plane in the figure) but also the decay frame in
which the two final state pions occur back-to-back (the gold plane). The vectors describing
the final state particles in the center-of-mass frame are shown by the vectors drawn with a
solid line while the vectors with a dashed line represent the final state particles in the decay
frame.

The angle φ∗ is a kinematical variable unique to a final state containing two mesons. It
describes the orientation of the decay plane containing the two pions (defined by the z ′-axis
and the (π+) ′ 4-vector) with respect to the production plane (defined by the incident photon
and recoiling proton) and is measured with respect to one final state pion. Our choice is the
π+ meson. This angle, φ∗π+ , is calculated via two boosts, the first being a boost along the
beamline (the z-axis) into the center-of-mass frame. The second boost occurs along the axis
that is antiparallel to the recoiling proton and results in a boosting into the decay frame
where the two final state pions occur back-to-back. Describing the angle between one of the
final state pions and the axis defined as being anti-parallel to the recoiling proton in the
center-of-mass frame (the z ′-axis) is the angle θ∗π. This angle is also calculated via boosting
into the pion frame. For this analysis, the pion from which both angles are measured was
chosen to be the π+ meson. It is certainly also possible to look at the pπ− or pπ+ system
recoiling against the π−. The coordinate system formed to calculate these angles is put
together thus (see also Figure 2.1):
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Figure 2.1: A diagram describing (one possible configuration of) the kinematics of the ~γp→ p π+π− reac-
tion. The blue plane represents the center-of-mass (c.m.) production plane while the gold plane represents
the decay plane (where the two pions are produced back-to-back). Vector drawn with a solid line represent
final state particles in the c.m. frame while the vectors drawn with a dashed line represent the final state
particles in the decay frame. The pion 4-vectors in the c.m. frame (~π+

c.m. + ~π−c.m.) are used to form the
~z ′-axis. The ~y ′-axis is formed by determining the cross product of the target and recoil proton’s 4-vector
(~p × ~p ′). The ~x ′-axis is then determined by forming the cross product of the ~y ′ and ~z ′-axes (~y ′ × ~z ′).
The angle φ∗π+ is shown here and is the angle between the (π+) ′ (the 4-vector of π+ after a boost into the
decay frame) and the ~x ′-axis (which lies in the production plane). The angle θ∗π+ , also shown here, is the
angle between the (π+) ′ and the ~z ′-axis.

1. The z ′-axis is formed by adding the 4-vectors of the two final state mesons:

~z ′ = (~π+c.m. + ~π−c.m.). (2.1)

2. The y ′-axis (pointing “up” perpendicular to the production plane) is formed by taking
the cross product of the target proton and the recoiling proton in the center-of-mass
frame:

~y ′ = (~p × ~p ′). (2.2)

3. Finally, the x ′-axis is formed by taking the cross product of the y ′- and the z ′-axes:

~x ′ = (~y ′ × ~z ′). (2.3)

In this analysis, the data is then binned in three out of the five independent kinematical
variables. For example, these binning variables can be: incident photon energy, k, θ∗π+ and
φ∗π+ . The decision to bin in the incident photon energy, Eγ , was a matter of convention
while the decision to bin in the angles θ∗ and φ∗ came from the fact that they are unique
to a three-body final state. We also analyzed the data using the incident photon energy,

29



k, mpπ+ , and φ∗π+ . A diagram of the reaction of interest and the angles used for binning
can be seen in Figure 2.1. In terms of photon energy, k, each 200 MeV-wide window of
highly polarized photons is divided into four bins each being 50 MeV wide. With there
being 5 different coherent edge energies, this leads to a total of 20 bins in incident photon
energy, covering a range from 1.1 GeV to 2.1 GeV. For the other binning variables (θ∗π+ ,
φ∗π+ , and mpπ+), 20 bins are used: (1) cos θ∗π+ (covering a range from −1 ≤ cos θ∗π+ ≤ 1) ,
(2) φ∗π+ (covering a range from −π ≤ φ∗π+ ≤ π), and (3) mpπ+ (covering a range from 1 to
2 GeV/c2). This choice of binning (and using three variables) therefore results in a total of
8000 bin combinations per final state topology.

For γp→ p ππ without measuring the polarization of the recoiling nucleon, the reaction
rate I can be written as [4]:

I = I0 { ( 1 + ~Λi · ~P )

+ δ� (I� + ~Λi · ~P� )

+ δ l [ sin 2β ( I s + ~Λi · ~P s )

cos 2β ( I c + ~Λi · ~P c ) ] } ,

(2.4)

where I0 is the unpolarized reaction rate and ~I� is the only two-pion observable, which has
been published previously [39]. It describes the asymmetry for an unpolarized target and a
circularly-polarized photon beam. The observables ~P represents the polarization asymmetry
that arises if only the target nucleon is polarized, and ~P� as well as ~P s,c represent the
polarization observables if, in addition to the target nucleon, also the incoming photon is
polarized, either circularly or linearly, respectivley. Here, ~Λi denotes the polarization of
the initial nucleon, δ� is the degree of circular polarization in the photon beam, while δ l
is the degree of linear polarization. In the experiment, the orientation of the linear photon
polarization is given in the laboratory frame by an angle α and, thus, β = α − φ lab. For
our measurements, the diamond crystal was oriented such that the direction of the beam
polarization was either perpendicular to the floor of the experimental area with α = π/2
(PERP data) or parallel to the floor with α = 0 (PARA data). For the g8b data, this
equation reduces to:

I = I0 ( 1 + δ l [ sin 2β I s + cos 2β I c ] ) , (2.5)

and results in the two beam asymmetries, ~I s and ~I c, which have been determined in this
analysis for the first time.

2.2 Study of φ lab Distributions

When using unpolarized photons, the production of the final state particles is indepen-
dent of the azimuthal lab angle, φ lab. This analysis, however, involves the use of linearly
polarized photons which breaks this symmetry. Therefore a plot of the distribution of events
over the full range of the lab angle φ lab (with respect to a particular final state particle)
can be made, revealing this asymmetry.

The two orthogonal linear polarization settings used during g8b, termed PARA and
PERP, denote the relationship between the ~E field of the polarized photon and the axis
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(a) PARA (b) PERP

Figure 2.2: A cartoon describing the two linear polarization settings of the photon. For the PARA setting
(a), the ~E field oscillates in a plane parallel to the floor (φ lab = 0) of the experimental hall while for the
PERP setting (b), the oscillation of the ~E field is perpendicular to the floor of the experimental hall.

where φ lab = 0. Therefore a PARA setting indicates that the photon was polarized such
that its ~E field (electric field) oscillates in a plane parallel to φ lab = 0 (the floor of the
experimental hall) and the PERP setting indicates that the oscillation of the photon’s ~E
field is perpendicular to φ lab = 0. The cartoon seen in Figure 2.2 demonstrates these two
settings. To produce unpolarized photons, an amorphous radiator was used in place of the
diamond radiator. This setting is termed the amorphous (AMO) setting.

During the course of this analysis there were two methods developed to extract the
polarization observables. The common trait between these two methods is that they both
begin with the production of histograms containing the φ lab distributions (hereby referred
to as φ-distributions)1 containing the φ lab value of a final state particle (in this case, the
π+ meson) for all events which pass the imposed cuts. Exploiting the fact that the use
of polarized photons breaks the φ lab symmetry, events are plotted as a function of the lab
angle φπ+ for each polarization setting (Figure 2.3).

Systematic effects which drown out the φ asymmetry can easily be seen in these dis-
tributions. An example of such an effect are the support structures of the drift chambers
which, as one might expect, affect the distributions as no particle will be detected where the
support structure is. The effects of these support structures can be seen at φπ+ = −150◦,
−90◦, −30◦, 30◦, 90◦ and 150◦ in all three histograms. For this reason, two methods are car-
ried out which remove these systematic effects, leading to a measurement of the polarization
observables.

2.2.1 Method 1: Using unpolarized (AMO) data

The first method for extracting the polarization observables involves using the unpo-
larized (AMO) data. Even though corrections and cuts have been imposed on the events
that are plotted in the φ-distributions, systematics such as the support structure of the the

1Note that φ lab is different from the angle φ∗ describing the azimuthal angle of the π+ in the rest frame
of the two pions.
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(a) PARA φ-distribution (b) PERP φ-distribution (c) AMO φ-distribution

Figure 2.3: Examples of φ lab-distributions for each polarization setting for a p π+π− final state using
data from the 1.3 GeV coherent edge setting. All three histograms belong to the same bin combination
(1.25 GeV < Eγ < 1.3 GeV, −1 < cos θ∗π+ < −0.9, 180◦ < φ∗π+ < 198◦). Acceptance effects (such as
the support structures of the Drift Chambers) can be seen in all figures and demonstrate the need for a
method which removes these acceptance effects. Furthermore, as the error bars for the measurements are an
indication of available statistics, the low-statistics problem for the AMO setting is clearly evident. This low
amount of statistics for the AMO setting leads to observable measurements which also possess large error
bars.

Drift Chambers are still present in the distributions. In order to remove these effects, the φ-
distributions for each of the linear polarization settings is divided by the AMO φ-distribution
(for matching kinematical bin combinations) (Figure 2.4). The resulting distributions are
then fitted to the double-meson final state equation with the g8b run conditions applied [4]:

I = I0 { 1 + δl [Is sin(2β) + Ic cos(2β) ] } , (2.6)

which when written as a fit equation, becomes:

f(β) = y0 + δl [Is sin(2β) + Ic cos(2β) ] , (2.7)

where the quantity y0 represents the possible vertical offset of the φ-distribution and the
corresponding fit.

The polarization observables Is and Ic can then be readily extracted from the fitted
φ-distributions. The downside of producing observable measurements in this way is that
the statistics of the φ-distribution to be fit is limited by the number of events in the AMO
distribution. This AMO setting possesses the lowest amount of statistics in the g8b data
set. This reduction of events in the PARA/AMO or PERP/AMO distributions directly
affects the fits and the fit qualities therefore affecting the final polarization observable
measurements. This difference in statistics can be seen in Figure 2.3. Both the PARA and
PERP φ distributions contain roughly five times the statistics of the AMO φ-distribution
for the same bin combination. In order to produce observable measurements with minimal
statistical errors, another method is needed which does not depend on the statistics of the
AMO polarization setting.
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(a) PARA/AMO (b) PERP/AMO

Figure 2.4: φ-distributions generated by dividing the PARA and PERP φ-distributions by the AMO φ-
distribution (using the histograms seen in Figure 2.3). The solid line on both (a) and (b) represents the
fitting of the distributions with Equation (2.7). Once this fit is performed, the observables Is and Ic can
be extracted. The large error bars and low number of data points seen in both histograms demonstrate
the limitation of extracting the polarization observables in this manner. This limitation arises from the low
amount of statistics contained in the amorphous (AMO) data.

2.2.2 Method 2: Asymmetry using the two linear polarization settings,
PARA and PERP, directly

The second method for extracting polarization observables from the data is independent
of the (statistics-poor) AMO data and therefore leads to observable measurements with
much smaller statistical errors. This method possesses the characteristic that it uses the
asymmetry between the PARA and PERP polarization settings. Just like the previously
discussed method, the starting point is the generation of φ-distributions for both the PARA
and PERP settings. The asymmetry between these φ-distributions is then formed. Finally,
this asymmetry is fit to the asymmetry equation involving PARA and PERP (substituting
in the final state equation for two mesons for each setting):

A(Eγ , θ
∗
π+ , φ

∗
π+ , θ

p
c.m.,mpπ+) =

IPARA − IPERP

IPARA + IPERP
, (2.8)

with m standing for the invariant pπ+ mass and I having the form seen in Equation (2.6)
with IPARA and IPERP being defined as:

IPARA = I0 { 1 + δl [Is sin(2β) + Ic cos(2β) ] } (2.9)

and

IPERP = I0 { 1 − δl [Is sin(2β) + Ic cos(2β) ] }, (2.10)

where δl represents the degree of linear polarization. The orthogonality of the two polariza-
tion settings, PARA and PERP, gives rise to the minus sign seen in Equation (2.10). Again,
the angle β denotes the azimuthal angle being a combination of φ lab and the orientation of
linear polarization (β = φ lab + α) where α equals 0◦ or 90◦ (0 or π

2 radians) for PARA and
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Figure 2.5: Examples of φ-distributions generated using the asymmetry between PARA and PERP which
have been fitted with the final state equation (Equation (2.11)). The distribution seen in (a) corresponds
to 1.1 GeV < Eγ < 1.15 GeV, −0.9 < cos θ∗π+ < −0.8, 108◦ < φ∗π+ < 126◦ and the distribution seen
in (b) corresponds to 1.25 GeV < Eγ < 1.3 GeV, −1 < cos θ∗π+ < −0.9, 180◦ < φ∗π+ < 198◦). Both
distributions were generated for a p π+π− final state. By using the asymmetry between the PARA and the
PERP settings to generate the φ-distributions, the number of data points is greater and the error bars for
these points smaller leading to a much better fit.

PERP, respectively. For this approach, the corresponding histograms for PARA and PERP
need to be properly normalized. Placing equations (2.9) and (2.10) in equation (2.8) then
gives (after simplification):

A(Eγ , θ
∗
π+ , φ

∗
π+) = y0 +B(Eγ , θ

∗
π+ , φ

∗
π+) (2.11)

where y0 is the vertical offset of the distribution and

B(Eγ , θ
∗
π+ , φ

∗
π+) =

(δ
‖
l + δ⊥l ) Is sin(2β) + (δ

‖
l + δ⊥l ) Ic cos(2β)

2 + (δ
‖
l − δ⊥l ) Is sin(2β) + (δ

‖
l − δ⊥l ) Ic cos(2β)

(2.12)

(here ‖ represents the PARA setting and ⊥ represents the PERP setting). Normalization
issues can be observed in systematic shifts of the vertical offsets, y0, from zero.

The resulting φ-distribution can then be fit to this asymmetry equation (2.11). Provided
as an example, the fits of two φ-distributions to this equation for a p π+π− final state can
be seen in Figure 2.5. Once the fit is performed, the polarization observables (being simply
the constants in front of the cosine and sine terms) can be extracted.

Alternatively, Equation (2.12) can be solved for [ Is sin(2β) + Ic cos(2β) ] to avoid a
complicated fit function [64]. We have applied this alternative method in our final analysis
without observing any relevant differences in these two approaches.

Normalizing PARA and PERP Distributions in Method 2

We have normalized, for each kinematic bin, our PARA φ lab distributions to the cor-
responding PERP φ lab distributions. Under the assumption that PARA and PERP data
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Figure 2.6: Comparing histograms of PARA and PERP distributions in a Kolmogorov Test. The distri-
butions show typical p-value distributions for γp→ pπ+π−miss (left) and γp→ pπ+π− (right) integrated over
all kinematic bins.

are subject to the same detector acceptance, simply the number of entries in each his-
togram could be used. To avoid such (probably minor acceptance issues), we extracted
the normalization (or scaling factors) from corresponding PARA/AMO and PERP/AMO
distributions. We have not observed significant differences in our final results for either
approach.

Comparing PARA and PERP Distributions in Kolmogorov Tests

We have further tested the compatibility between corresponding PARA and PERP dis-
tributions before extracting the physics observables. In each kinematic bin, we compared
PARA/AMO and PERP/AMO histograms by applying a Kolmogorov test, which provides
a statistical test of compatibility in shape between two histograms [58]. For this test, the
experimental PERP distributions were shifted by 90◦ to match the PARA distributions.
Figure 2.6 shows typical p-value distributions for the topologies γp → p π+π−miss (left) and
γp → p π+π− (right) integrated over all kinematic bins. Two histograms are usually con-
sidered similar if p > 0.05. We applied a cut of p > 0.1 and excluded such kinematic bins
from the analysis.

2.3 χ2 Values of Fits to φ lab -Distributions

The high amount of statistics available in the g8b data set results in the ability to bin in
three or more of the independent kinematical variables (although the statistics contained in
each bin combination decreases as the number of binning variables used increases). The cost
of this however (whether binning in all or three of the kinematic variables), is the large num-
ber of possible bin combinations and therefore a large number of φ lab-distributions to be fit.
For example, binning in only three of the five kinematic variables for each final state topol-
ogy leads to 32000 = 4 · 20 · 20 · 20 individual fits of the generated φ lab-distributions. When
considering the methods used to produce the fitted histograms (PARA/AMO, PERP/AMO,
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Figure 2.7: A distribution of χ2 values (left) reflecting the fit quality of the fits of the φ lab-distributions
for all events with a p π+π− final state. Each φ lab-distribution has 32 total degrees of freedom involved in
the fit. With three degrees of freedom being reserved for fit parameters, the degrees of freedom total 29.
Therefore a χ2 distribution around 29 is an indication that the fits of the φ lab-distributions are of good
quality and trustworthy. The reduced χ2 distribution (not shown here) is centered around a value of 1.12.
The right side shows the corresponding probability distribution which appears mostly flat.

and the asymmetry between PARA and PERP), this total increases to 96000 = 3 · 32 000.
This makes it such that there are too many individual fits to be checked by eye. Due to
this large number of individual fits, the most efficient method for judging the quality of the
fits is to examine the distribution of the χ2 values for the fits. Such a distribution can be
seen in Figure 2.7 for a p π+π− final state for all bin combinations. The φ lab-distributions
which are fitted to extract the observables have 32 bins each in φ lab leading to 32 degrees
of freedom in each individual fit. With the freezing of three of these degrees of freedom to
be used as fit parameters, the final total number of degrees of freedom is then 29. As the
values of the χ2s coming from each fit should (ideally) reflect the number of degrees of free-
dom possessed by the fit, a plotting of the χ2 values from the fits of the φ lab-distributions
is expected to be a distribution peaking around a value of 29. The distribution seen in
Figure 2.7 (left) shows such a behavior, indicating quality fitting of the φ lab-distributions
generated from the data. The right side shows the corresponding probability distribution
which appears mostly flat, similar to a distribution of confidence levels from the kinematic
fitter. We filtered out bad fits by requiring that χ2 > 0.

2.4 Vertical Offsets of φ lab-Distribution Fits

The main fit parameters of interest concerning the fits of the φ lab-distributions are
of course the polarization observables. However, the vertical offsets of the fitted φ lab-
distributions are indicative of and hold weight in the discussion of the quality of the measure-
ments of these observables. A distribution of offsets also indicates systematic PARA/PERP
normalization issues. Resulting from the method used to produce the observable measure-
ments (forming the asymmetry between PARA and PERP), these offsets are expected to
have an average value of zero if normalized properly. To verify this, histograms containing
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Figure 2.8: Histograms containing the vertical offsets for individual final-state topologies for all bin
combinations (Eγ , θ

∗, φ∗). We have chosen a particular energy (1650 < Eγ < 1700 MeV) bin for Topology 4.
With the exception of Topology 3, all distributions are symmetric and centered around zero. These fit results
indicate that the fits of the φ lab-distributions (and the φ lab-distributions themselves) have the appropriate
vertical offset. Note: Topology 3 has not been included in the final results.

the offsets for each final state topology for all bin combinations were generated (Figure 2.8).
Most resulting histograms show distributions centered around zero. The displacement for
Topology 3 is not fully understood, but could originate from non-ideal scaling (normal-
ization) of the PARA and PERP distributions. Since PARA and PERP settings can be
subject to different detector acceptances, this effect may be more severe for Topology 3. We
have decided not to use Topology 3 in this analysis (also for other reasons discussed later).
Overall, these fit results indicate that the φ lab-distributions have the appropriate vertical
offsets consistent with zero.

Deviations from zero are considered mostly statistical. Nevertheless, we have fitted our
φ lab-distributions with the vertical offset as a free parameter as well as fixed to zero to
study the effect on the beam asymmetries (see Equation 2.11). The differences between the
two fit results for the observables have been added to the systematic error (see Section 2.7
on systematic errors), but are overall very small. The systematic error is shown as an error
band at the bottom of each plot in the next chapter.
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Figure 2.9: Comparisons (differences) between independent results for Is from PARA/AMO and
PERP/AMO integrated over all energies. The distributions are all Gaussian in shape and centered at
zero showing the good consistency between PARA and PERP data.

2.5 Comparing Results from Different Topologies

In spite of the low statistics, we have compared results from our analysis using only
PARA data with those from our analysis using only PERP data (Method 1) to check the
consistency of the PARA and PERP datasets. Figure 2.9 shows the difference distributions
(IsPARA − IsPERP) for all four topologies integrated over all kinematic bins. We list our
(topology) naming scheme here as a reminder (see also Chapter 1):

Topology 1: ~γ p → p π+(π−) (π− not detected)

Topology 2: ~γ p → p π−(π+) (π+ not detected)

Topology 3: ~γ p → π+π−(p) (proton not detected)

Topology 4: ~γ p → p π+π− (all particles detected).

The distributions are Gaussian in shape and all centered at zero. This indicates the good
consistency between the PARA and PERP datasets.

In a second step, we compared the results for different topologies using Method 2.
Figure 2.11 shows the differences (IsTopology X − IsTopology Y) for all combinations of the four
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Figure 2.10: Comparison between Topology 0 (red points), where final results are averaged and acceptance
effects mostly drop out, and Topology 5 (blue points), where the original φ lab distributions have been
averaged before the extraction of the observables. Shown is the Observable Is for 1100 < Eγ < 1150 MeV.
The difference between the topologies is shown as systematic error band at the bottom of each distribution.
Acceptance effects are only relevant for −0.3 < cos (θπ+) < 0.3.

topologies integrated over all kinematic bins. The distributions are all Gaussian in shape
and centered at zero hinting at the good consistency between the results from different
topologies. It also indicates that the results from different topologies are equal in shape.
Figure 2.12 shows similar results for the second observable, Ic. Again, plotted are the
difference distributions:

(I cTopology X − I cTopology Y), X, Y = 1, 2, 3, 4,

for all combinations among the four topologies integrated over all kinematic bins. The
Ic distributions appear somewhat broader and show significant deviations from zero when
Topology 3 is involved. This is another reason, why we decided not to use this topology in
the analysis.

To improve statistics and to obtain a better kinematic coverage, the results for Topolo-
gies 1, 2 and 4 have been averaged (based on the good agreement seen in Fig. 2.11 and
Fig. 2.12). It is important to keep in mind though that the two-pion final state requires five
independent kinematic variables. At this point, we have only binned in three of them. For
this reason, there may direct acceptance effects associated with the variables used in the
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analysis (these effects however mostly cancel out) and indirect effects due to the integration
over the remaining variables not used. We have formed the average in two different ways
to obtain a feeling for the (remaining) acceptance effects. The two approaches are called
Topologies 0 and 5:

1. Topology 0 Used for the final results of our analysis: Final physics results for the
observables Is and Ic have been averaged.

2. Topology 5 φ lab-distributions for the different topologies have been averaged be-
fore the fits to extract the observables. We have done this only to study acceptance
effects; this topology has not been used for our final results.

A comparison between Topologies 0 and 5 should reveal how big the impact of pos-
sible topology-dependent acceptance effects is since the detector acceptance drops out for
Topology 0, but does not for Topology 5. The following example for the case of only two
topologies, Topology X and Topology Y, illustrates this. The left side represents Topology 0
and the right side represents Topology 5:

(PARA− PERP )X

(PARA+ PERP )X
+

(PARA− PERP )Y

(PARA+ PERP )Y
6= (PARA− PERP )X + (PARA− PERP )Y

(PARA+ PERP )X + (PARA+ PERP )Y
.

Fig. 2.10 shows the observable Is for 1100 < Eγ < 1150 MeV. The red points denote
Topology 0 and the blue points denote Topology 5. The difference between the two topolo-
gies is given as an error band at the bottom of each distribution and for this reason, also
includes statistical errors. In addition to the binning in incoming photon energy, the ob-
servable Is is plotted in bins of cos θ∗π+ and versus φ∗π+ ; the angles represent the azimuthal
and polar angle of the π+ in the rest frame of the two pions. The biggest effects can be
observed for −0.3 < cos (θπ+) < 0.3. Overall, the effects are fairly small, but certainly not
negligible.

2.6 Accounting for Detector Acceptance

In this work, the analysis techniques used to produce observable measurements mostly
account for the kinematically-dependent acceptance rendering a Monte Carlo simulation of
the data unnecessary. First of all, both methods used to extract Is and Ic use only φ lab-
distributions with matching bin combinations to produce the observable measurements for
each final state topology. Additionally, each kinematic variable that is used for binning the
data (Eγ , θ∗π+ , φ∗π+) is divided into 20 bins. This leads to bin widths that are small enough
for the kinematic acceptance to not vary much within a particular bin combination. There-
fore the combination of (sufficiently) small bins and the two methods used to extract the
observables lead to this kinematically-dependent acceptance being accounted for (divided
out) by comparing the same regions of phase space.

Since γp → pππ requires five independent kinematic variables, acceptance effects may
still originate from integrating over the remaining two variables. For this reason, we added
the differences between Topologies 1, 2 & 4 and the average, Topology 0, to the systematic
error. The procedure is described in more details in the next section.
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Figure 2.11: Comparisons (differences) between results for Is from different topologies integrated over all
energies. The distributions are all Gaussian in shape and centered at zero hinting at the good consistency
between the results from different topologies.
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Figure 2.12: Comparisons (differences) between results for Ic (= Σ) from different topologies integrated
over all energies. On average, the distributions are slightly broader and significant shifts from zero are
observed for those distributions involving Topology 3. For this reason, Topology 3 is not used in this
analysis for the final results.
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2.7 Systematic Uncertainties

2.7.1 Degree of photon polarization (δl)

One important source of systematic uncertainty in this analysis comes from the determi-
nation of the degree of polarization of the photons, δl, which cannot directly be measured.
In order to carry out the calculation, the position of the coherent edge, defined as the part
of the photon energy spectrum with the highest negative gradient, must be determined.
Naively, this is done by producing a photon enhancement plot (such as the one seen in Fig-
ure 2.13 (left)) and then fitting this enhancement plot over the range of the coherent peak.
This peak position (determined from the enhancement plot) is then compared to the ANB
analytic bremsstrahlung calculation [59]. This calculation models the production of linearly
polarized photons produced via an electron beam and a diamond radiator. This modeling
allows for the consideration of (and adjustment of) the electron beam divergence as well
as the size of the beam spot, both affecting the coherent edge position. This calculation
is run many times, varying parameters which affect the degree of polarization such as the
electron beam energy, radiator thickness and the geometry of collimator. A more detailed
description of these parameters may be found in [60].

All the calculations of the degree of polarization for the g8b run group have been carried
by the Glasgow group [61]. Since the position of the coherent peak is not constant over
long periods of time, the coherent edge has been determined on an event basis (event edge)
and assumed constant only for small groups of about 15,000-20,000 events. As mentioned
earlier and can be seen from Figure 2.13 (left), the degree of polarization and statistics
of polarized events are largest within 200 MeV below the coherent edge. In addition, our
overlap studies between different polarization settings (e.g. the overlap between the 1.3 and
1.5 GeV dataset) confirmed that events outside the 200 MeV window should be excluded
from the analysis [62]. We applied the following cut on an event-by-event basis:

event edge− 200 MeV < Eγ < event edge .

The systematic uncertainty involved in the calculation of the photon’s degree of linear
polarization can be attributed to four sources. The first of these sources arises from the
dependence of the degree of polarization on the energy measurement of the photon coming
from the Tagger E-plane. In the Tagger hodoscope, up to six of the E-counter bins can be
associated with a single T-counter bin. This leads to an uncertainty in the true position
of the coherent peak, affecting the calculated degree of polarization. The second source
comes from the set of parameters used in the ANB calculations. This uncertainty can be
attributed to the fact that there exists a range of values these parameters may possess
which would lead to a satisfactory comparison with the data. Thirdly, instabilities in the
position of the electron beam lead to instabilities in the position of the coherent edge.
This variation in edge position leads to a fluctuation in the degree of polarization of the
photons contained in the peak. This fluctuation is of course not handled in the ANB
calculations but has been greatly reduced by determining the coherent edge on an event
basis. Lastly, the normalization procedure can be affected by the “spikiness” of the photon
energy spectra which may cause errors when producing the enhancement plots. All these
effects were studied in reference [59]. More practically (and to determine a number for
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Figure 2.13: (Color online) The top plot of this left figure shows the collimated photon energy spectra
compared with the result from the ANB calculation for the 1.3 GeV coherent edge. The bottom (left) plot
here shows the degree of photon polarization versus photon energy. The right plot gives an example of the
ration corrected / uncorrected degree of polarization (1.3 GeV PARA setting).

the systematic error), we have studied intensively the overlap regions between the different
polarization settings [62]. Since the single-pion channel has the best statistics, most of
our conclusions are based on this channel. From the comparison of overlapping energy
regions between, and within, the different data sets, modifications to the CBSA (Coherent
Bremsstrahlung Spectral Analysis) estimated polarizations were developed that improve the
self-consistency of the beam asymmetry measurements from g8b data. As a result, the initial
event-based polarization values (as determined by the Glasgow group) have been corrected
to achieve a self-consistency between the datasets to better than 4 %. Consequently, we
have used this number as a fair estimate of the contribution to the total systematic error.
Figure 2.13 (right) shows an example of the corrections we have applied to the initial degree
of polarization in this analysis. The plot shows the corrections for the 1.3 GeV PARA
setting. The use of the 2.1 GeV setting has been somewhat controversial because of our
overlap studies. The systematic error is certainly larger and we believe that self-consistency
can be achieved only to about 10 %, which is our contribution to the systematic error for
this setting.

2.7.2 Fit offsets (y0)

Another source of error that contributes to the total systematic error can be attributed
to the technique used to extract the observable measurements: Forming and fitting the
asymmetry, A(Eγ , θ

∗
π+ , φ

∗
π+ , cos θc.m.p , (mpπ,mππ)), between the PARA and PERP settings

requires proper normalization of the corresponding PARA and PERP histograms. There
may also be very small differences in acceptance between kinematically-matching PARA and
PERP distributions. If all is fine, forming and fitting the φ lab-distributions according to
Equation (2.11) will result in a vertical offset of zero. As seen in Figure 2.8, a plotting of the
vertical offsets, y0, for each final state topology coming from the fits of the φ lab-distributions
shows (integrated over all kinematic bin combinations) symmetric distributions around zero.
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Figure 2.14: Comparisons (differences and ratios) of results for Is from Topologies 1, 2, 4 with Topology 0
integrated over all energies and angles. The top plots show the ratios and the bottom plots the differences.

However, while this indicates a quality fitting of the data, not all offsets are equal to zero.
The results of a fitting of each of the histograms contained in Figure 2.8 to a Gaussian
demonstrates this point. However, the width of these distributions originates mostly from
low statistics in some bins. Fits yielding offset values above or below zero may still indicate
a systematic problem. For this reason, we fitted all φ lab distributions twice: with the
offset as a free parameter and with the offset fixed to zero. The difference between the
two approaches for the observables was then taken as a contribution to the total systematic
error. In summary, these errors are very small as can be expected from the very small
variations around zero.

2.7.3 Effects from averaging

Forming the average value for the polarization observables Is and Ic provides a way of
kinematically extending the observable measurements across topology dependencies. These
average values are determined by first extracting the polarization observables per kinematic
bin combination per final state topology. Once all of the observable measurements have
been made, this average value is determined.

Fig. 2.14 shows ratio and difference plots for the observable Is comparing Topologies 1
(missing π−), 2 (missing π+), and 4 (all particles detected) with Topology 0 (average).
The top row shows the ratios and the bottom row shows the differences integrated over all
energies. The differences are all symmetric around zero and very narrow which indicates
that the shape of the observables is very similar for all topologies. The peak values for the
ratios are fairly close to one. Note that the ratio plots (integrated over all energies and
angles) do not represent statistical distributions (we do not necessarily expect a perfect
Gaussian shape) but partially depend on the different shape of the observables for different
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Figure 2.15: Comparison between Topology 0 (red points) and Topology 2 (blue points, reaction: γp→
pπ−π+

missing). Shown is the Observable Is for 1150 < Eγ < 1200 MeV. The error band at the bottom includes
contributions from offset and symmetry effects (for the particular topology) and from the polarization. See
text for more details.

energies. Since we have applied a binning in only three of the five independent variables
(for Fig. 2.14, we have used Eγ , cos θ∗π+ , and φ∗π+), we conclude that deviations of the peak
value from one originate from integrating over the remaining two variables (here: cos θ c.m.

proton

and a mass, e.g. mpπ+).

Although the ratio may aquire, in some cases, values far away from one, we have observed
that the corresponding (absolute) differences are still very small. We found that the left-side
tails (top row: < 0.5) are mostly based on two issues. Fig. 2.15 shows the observable Is for
1150 < Eγ < 1200 MeV. The red points denote Topology 0 (average of Topologies 1, 2, and
4) and the blue points denote Topology 2. Fig. 2.16 shows a similar comparison between
Topology 0 and Topology 4. Since the observable aquires very small values for −1.0 <
cos (θ∗π+) < −0.9 and is almost consistent with zero, very small absolute differences between
two data points can result in large ratios although the data points are still statistically
consistent. In addition, statistical fluctuations due to small detector efficiencies are large
around φ∗π+ = 0.0 for 0.0 < cos (θ∗π+) < 1.0 (Topology 2) and −0.5 < cos (θ∗π+) < 0.5
(Topology 4). Our studies confirmed that almost all entries in the left-side tails (< 0.5) in
Fig. 2.14 (top row) are based on these two issues.

For this reason, we have added the differences between individual topologies (1, 2, and 4)
and the average to the total systematic error to account for the remaining accpetance effects.
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Figure 2.16: Comparison between Topology 0 (red points) and Topology 4 (blue points, reaction: γp →
pπ−π+). Shown is the Observable Is for 1150 < Eγ < 1200 MeV. The error band at the bottom includes
contributions from offset and symmetry effects (for the particular topology) and from the polarization. See
text for more details.

We have however weighted the difference for a particular topology with the corresponding
statistical difference error in order to reduce effects due to statistical fluctuations.

2.7.4 Symmetry effects

Symmetry properties allow for a further cross check of our data. The observable Is has
to vanish for coplanar kinematics (Is(φ∗ = −π) = Is(φ∗ = 0) = Is(φ∗ = π) = 0) and the
transition φ∗ → 2π − φ∗ is equivalent to a mirror operation with respect to the reaction
plane. In the case of linear polarization this leads to the transition β → 2π−β and because
sin (2·(2π−β)) = −sin (2β) to Is → −Is (see Eqs. (2.9) and (2.10)). A very similar argument
is true for Σ so that Σ→ Σ for the above transition. These symmetry properties are clearly
visible in the data. Since we use 20 bins in φ∗, we have determined the average value of all
Is (bin i) + Is (bin 21 - bin i) pairs as well as all Ic (bin i) − Ic (bin 21 - bin i) pairs. These
values are extremely small but have also been added to the total systematic error.
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CHAPTER 3

MEASUREMENT RESULTS AND DISCUSSION

The following pages show our experimental results for the two beam asymmetries in two-pion
photoproduction. These beam asymmetries using a linearly-polarized beam are first-time
measurements and have not been published before. Figures 3.1-3.20 give the results for Is

and Figures 3.21-3.40 the results for the independent observable Ic, which is traditionally
called Σ for single-meson final states. As a reminder, a two-meson final states results in
two beam asymmetries due to the fact that the decay or reaction plane forms an angle with
the production plane. If this angle has a value of −π, 0, or π, the final state is considered
in plane and the observable Is vanishes. This behavior is clearly visible in the following
figures. We also point out that Is shows the expected odd behavior when plotted versus φ∗.
Moreover, Ic shows the expected even behavior when plotted versus φ∗.

Each figure has a “fixed” energy in terms of 50 MeV-wide bins ranging from 1.1 GeV
to 2.1 GeV; the energy interval is given in the figure caption. Moreover, the observables
are displayed in two different ways. For the top plot in each figure, we have used the three
independent variables, Eγ , φ∗, and mpπ+ ; the observable is plotted in 20 bins of φ∗ from
−π to π versus mpπ+ ranging from 1.0 GeV/c2 to 2.0 GeV/c2. For the bottom plot in
each figure, we have used the three independent variables, Eγ , φ∗, and θ∗; the observable is
plotted in 20 bins of cos θ∗ from −1.0 to 1.0 versus φ∗. The two angles φ∗ and θ∗ represent
the polar and azimuthal angle of the π+ meson in the rest frame of the two pions. Since
the two-pion final state requires five independent kinematic variables, many other ways to
display the observables are possible. At this point, there is no standard or clear convention
as to how to display the observables for a two-meson final state. The current choice of
variables may not be final.

At this point of the review, the figures only show the experimental results. A physics
interpretation of the data is under development, but will require more time. Unfortunately,
the standard MAID, SAID or Bonn-Gatchina solutions are not available for the photo-
production of more than one meson in the final state. We are working with theorists on
including these data in various partial-wave analyses and models. While this analysis note
only describes the experimental procedure to extract the observables, Charles Hanretty’s
thesis discusses somewhat more physics in chapter 5.

Finally, Figure 3.41 shows typical φ lab distributions for the reaction γp → pπ+π−missing

corresponding to results shown in Fig. 3.1 and 3.21 (Eγ ∈ [1.10, 1.15]). Thousands of
additional figures of this kind are certainly available upon request.
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Figure 3.1: Results for the observable Is, Eγ ∈ [ 1.10, 1.15 ] GeV.
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Figure 3.2: Results for the observable Is, Eγ ∈ [ 1.15, 1.20 ] GeV.
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Figure 3.3: Results for the observable Is, Eγ ∈ [ 1.20, 1.25 ] GeV.
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Figure 3.4: Results for the observable Is, Eγ ∈ [ 1.25, 1.30 ] GeV.
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Figure 3.5: Results for the observable Is, Eγ ∈ [ 1.30, 1.35 ] GeV.
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Figure 3.6: Results for the observable Is, Eγ ∈ [ 1.35, 1.40 ] GeV.
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Figure 3.7: Results for the observable Is, Eγ ∈ [ 1.40, 1.45 ] GeV.
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Figure 3.8: Results for the observable Is, Eγ ∈ [ 1.45, 1.50 ] GeV.
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Figure 3.9: Results for the observable Is, Eγ ∈ [ 1.50, 1.55 ] GeV.
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Figure 3.10: Results for the observable Is, Eγ ∈ [ 1.55, 1.60 ] GeV.
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Figure 3.11: Results for the observable Is, Eγ ∈ [ 1.60, 1.65 ] GeV.

59



1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < ­2.83+πφ­3.14 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < ­2.51+πφ­2.83 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < ­2.20+πφ­2.51 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0.5

1

 < ­1.89+πφ­2.20 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < ­1.57+πφ­1.89 < 

1 1.2 1.4 1.6 1.8 2­1

­0.5

0

0.5

1

 < ­1.26+πφ­1.57 < 

1 1.2 1.4 1.6 1.8 2­1

­0.5

0

0.5

1

 < ­0.94+πφ­1.26 < 

1 1.2 1.4 1.6 1.8 2­1

­0.5

0

0.5

1

 < ­0.63+πφ­0.94 < 

1 1.2 1.4 1.6 1.8 2­1

­0.5

0.5

1

 < ­0.32+πφ­0.63 < 

1 1.2 1.4 1.6 1.8 2­1

­0.5

0

0.5

1

 < ­0.00+πφ­0.32 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 0.31+πφ­0.00 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 0.63+πφ0.31 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 0.94+πφ0.63 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0.5

1

 < 1.25+πφ0.94 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 1.57+πφ1.25 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 1.88+πφ1.57 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 2.20+πφ1.88 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 2.51+πφ2.20 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0.5

1

 < 2.82+πφ2.51 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 3.14+πφ2.82 < 

0

1

0

1

0

1

0

1

1.2 1.4 1.6 1.8 21.2 1.4 1.6 1.81.2 1.4 1.6 1.81.2 1.4 1.6 1.81 1.2 1.4 1.6 1.8

+π pM

s I

­2 0 2
­1

­0.5

0

0.5

1

 ) < ­0.9+πθ­1.0 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < ­0.8+πθ­0.9 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < ­0.7+πθ­0.8 < cos( 

­2 0 2
­1

­0.5

0.5

1

 ) < ­0.6+πθ­0.7 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < ­0.5+πθ­0.6 < cos( 

­2 0 2­1

­0.5

0

0.5

1

 ) < ­0.4+πθ­0.5 < cos( 

­2 0 2­1

­0.5

0

0.5

1

 ) < ­0.3+πθ­0.4 < cos( 

­2 0 2­1

­0.5

0

0.5

1

 ) < ­0.2+πθ­0.3 < cos( 

­2 0 2­1

­0.5

0.5

1

 ) < ­0.1+πθ­0.2 < cos( 

­2 0 2­1

­0.5

0

0.5

1

 ) < 0.0+πθ­0.1 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.1+πθ0.0 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.2+πθ0.1 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.3+πθ0.2 < cos( 

­2 0 2
­1

­0.5

0.5

1

 ) < 0.4+πθ0.3 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.5+πθ0.4 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.6+πθ0.5 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.7+πθ0.6 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.8+πθ0.7 < cos( 

­2 0 2
­1

­0.5

0.5

1

 ) < 0.9+πθ0.8 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 1.0+πθ0.9 < cos( 

0

1

0

1

0

1

0

1

­2 0 2­2 0 2­2 0 2­2 0 2­2 0 2

+π φ

s I

Figure 3.12: Results for the observable Is, Eγ ∈ [ 1.65, 1.70 ] GeV.

60



1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < ­2.83+πφ­3.14 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < ­2.51+πφ­2.83 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < ­2.20+πφ­2.51 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0.5

1

 < ­1.89+πφ­2.20 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < ­1.57+πφ­1.89 < 

1 1.2 1.4 1.6 1.8 2­1

­0.5

0

0.5

1

 < ­1.26+πφ­1.57 < 

1 1.2 1.4 1.6 1.8 2­1

­0.5

0

0.5

1

 < ­0.94+πφ­1.26 < 

1 1.2 1.4 1.6 1.8 2­1

­0.5

0

0.5

1

 < ­0.63+πφ­0.94 < 

1 1.2 1.4 1.6 1.8 2­1

­0.5

0.5

1

 < ­0.32+πφ­0.63 < 

1 1.2 1.4 1.6 1.8 2­1

­0.5

0

0.5

1

 < ­0.00+πφ­0.32 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 0.31+πφ­0.00 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 0.63+πφ0.31 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 0.94+πφ0.63 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0.5

1

 < 1.25+πφ0.94 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 1.57+πφ1.25 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 1.88+πφ1.57 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 2.20+πφ1.88 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 2.51+πφ2.20 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0.5

1

 < 2.82+πφ2.51 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 3.14+πφ2.82 < 

0

1

0

1

0

1

0

1

1.2 1.4 1.6 1.8 21.2 1.4 1.6 1.81.2 1.4 1.6 1.81.2 1.4 1.6 1.81 1.2 1.4 1.6 1.8

+π pM

s I

­2 0 2
­1

­0.5

0

0.5

1

 ) < ­0.9+πθ­1.0 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < ­0.8+πθ­0.9 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < ­0.7+πθ­0.8 < cos( 

­2 0 2
­1

­0.5

0.5

1

 ) < ­0.6+πθ­0.7 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < ­0.5+πθ­0.6 < cos( 

­2 0 2­1

­0.5

0

0.5

1

 ) < ­0.4+πθ­0.5 < cos( 

­2 0 2­1

­0.5

0

0.5

1

 ) < ­0.3+πθ­0.4 < cos( 

­2 0 2­1

­0.5

0

0.5

1

 ) < ­0.2+πθ­0.3 < cos( 

­2 0 2­1

­0.5

0.5

1

 ) < ­0.1+πθ­0.2 < cos( 

­2 0 2­1

­0.5

0

0.5

1

 ) < 0.0+πθ­0.1 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.1+πθ0.0 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.2+πθ0.1 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.3+πθ0.2 < cos( 

­2 0 2
­1

­0.5

0.5

1

 ) < 0.4+πθ0.3 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.5+πθ0.4 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.6+πθ0.5 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.7+πθ0.6 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.8+πθ0.7 < cos( 

­2 0 2
­1

­0.5

0.5

1

 ) < 0.9+πθ0.8 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 1.0+πθ0.9 < cos( 

0

1

0

1

0

1

0

1

­2 0 2­2 0 2­2 0 2­2 0 2­2 0 2

+π φ

s I

Figure 3.13: Results for the observable Is, Eγ ∈ [ 1.70, 1.75 ] GeV.
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Figure 3.14: Results for the observable Is, Eγ ∈ [ 1.75, 1.80 ] GeV.
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Figure 3.15: Results for the observable Is, Eγ ∈ [ 1.80, 1.85 ] GeV.
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Figure 3.16: Results for the observable Is, Eγ ∈ [ 1.85, 1.90 ] GeV.
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Figure 3.17: Results for the observable Is, Eγ ∈ [ 1.90, 1.95 ] GeV.
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Figure 3.18: Results for the observable Is, Eγ ∈ [ 1.95, 2.00 ] GeV.
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Figure 3.19: Results for the observable Is, Eγ ∈ [ 2.00, 2.05 ] GeV.
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Figure 3.20: Results for the observable Is, Eγ ∈ [ 2.05, 2.10 ] GeV.
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Figure 3.21: Results for the observable Σ, Eγ ∈ [ 1.10, 1.15 ] GeV.
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Figure 3.22: Results for the observable Σ, Eγ ∈ [ 1.15, 1.20 ] GeV.
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Figure 3.23: Results for the observable Σ, Eγ ∈ [ 1.20, 1.25 ] GeV.
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Figure 3.24: Results for the observable Σ, Eγ ∈ [ 1.25, 1.30 ] GeV.
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Figure 3.25: Results for the observable Σ, Eγ ∈ [ 1.30, 1.35 ] GeV.

73



1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < ­2.83+πφ­3.14 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < ­2.51+πφ­2.83 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < ­2.20+πφ­2.51 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0.5

1

 < ­1.89+πφ­2.20 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < ­1.57+πφ­1.89 < 

1 1.2 1.4 1.6 1.8 2­1

­0.5

0

0.5

1

 < ­1.26+πφ­1.57 < 

1 1.2 1.4 1.6 1.8 2­1

­0.5

0

0.5

1

 < ­0.94+πφ­1.26 < 

1 1.2 1.4 1.6 1.8 2­1

­0.5

0

0.5

1

 < ­0.63+πφ­0.94 < 

1 1.2 1.4 1.6 1.8 2­1

­0.5

0.5

1

 < ­0.32+πφ­0.63 < 

1 1.2 1.4 1.6 1.8 2­1

­0.5

0

0.5

1

 < ­0.00+πφ­0.32 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 0.31+πφ­0.00 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 0.63+πφ0.31 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 0.94+πφ0.63 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0.5

1

 < 1.25+πφ0.94 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 1.57+πφ1.25 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 1.88+πφ1.57 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 2.20+πφ1.88 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 2.51+πφ2.20 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0.5

1

 < 2.82+πφ2.51 < 

1 1.2 1.4 1.6 1.8 2
­1

­0.5

0

0.5

1

 < 3.14+πφ2.82 < 

0

1

0

1

0

1

0

1

1.2 1.4 1.6 1.8 21.2 1.4 1.6 1.81.2 1.4 1.6 1.81.2 1.4 1.6 1.81 1.2 1.4 1.6 1.8

+π pM

Σ

­2 0 2
­1

­0.5

0

0.5

1

 ) < ­0.9+πθ­1.0 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < ­0.8+πθ­0.9 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < ­0.7+πθ­0.8 < cos( 

­2 0 2
­1

­0.5

0.5

1

 ) < ­0.6+πθ­0.7 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < ­0.5+πθ­0.6 < cos( 

­2 0 2­1

­0.5

0

0.5

1

 ) < ­0.4+πθ­0.5 < cos( 

­2 0 2­1

­0.5

0

0.5

1

 ) < ­0.3+πθ­0.4 < cos( 

­2 0 2­1

­0.5

0

0.5

1

 ) < ­0.2+πθ­0.3 < cos( 

­2 0 2­1

­0.5

0.5

1

 ) < ­0.1+πθ­0.2 < cos( 

­2 0 2­1

­0.5

0

0.5

1

 ) < 0.0+πθ­0.1 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.1+πθ0.0 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.2+πθ0.1 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.3+πθ0.2 < cos( 

­2 0 2
­1

­0.5

0.5

1

 ) < 0.4+πθ0.3 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.5+πθ0.4 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.6+πθ0.5 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.7+πθ0.6 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 0.8+πθ0.7 < cos( 

­2 0 2
­1

­0.5

0.5

1

 ) < 0.9+πθ0.8 < cos( 

­2 0 2
­1

­0.5

0

0.5

1

 ) < 1.0+πθ0.9 < cos( 

0

1

0

1

0

1

0

1

­2 0 2­2 0 2­2 0 2­2 0 2­2 0 2

+π φ

Σ

Figure 3.26: Results for the observable Σ, Eγ ∈ [ 1.35, 1.40 ] GeV.
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Figure 3.27: Results for the observable Σ, Eγ ∈ [ 1.40, 1.45 ] GeV.
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Figure 3.28: Results for the observable Σ, Eγ ∈ [ 1.45, 1.50 ] GeV.
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Figure 3.29: Results for the observable Σ, Eγ ∈ [ 1.50, 1.55 ] GeV.
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Figure 3.30: Results for the observable Σ, Eγ ∈ [ 1.55, 1.60 ] GeV.
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Figure 3.31: Results for the observable Σ, Eγ ∈ [ 1.60, 1.65 ] GeV.
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Figure 3.32: Results for the observable Σ, Eγ ∈ [ 1.65, 1.70 ] GeV.
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Figure 3.33: Results for the observable Σ, Eγ ∈ [ 1.70, 1.75 ] GeV.
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Figure 3.34: Results for the observable Σ, Eγ ∈ [ 1.75, 1.80 ] GeV.
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Figure 3.35: Results for the observable Σ, Eγ ∈ [ 1.80, 1.85 ] GeV.
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Figure 3.36: Results for the observable Σ, Eγ ∈ [ 1.85, 1.90 ] GeV.
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Figure 3.37: Results for the observable Σ, Eγ ∈ [ 1.90, 1.95 ] GeV.
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Figure 3.38: Results for the observable Σ, Eγ ∈ [ 1.95, 2.00 ] GeV.
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Figure 3.39: Results for the observable Σ, Eγ ∈ [ 2.00, 2.05 ] GeV.
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Figure 3.40: Results for the observable Σ, Eγ ∈ [ 2.05, 2.10 ] GeV.
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Figure 3.41: Typical β distributions (Reaction: γp→ pπ+π−missing), Eγ ∈ [ 1.10, 1.15 ] GeV:
φ∗π+ ∈ [−2.83,−2.51 ] (top), φ∗π+ ∈ [−2.51,−2.20 ] (bottom).
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